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OPIS OBSZARU BADAWCZEGO

dla celow rekrutacji studentéw do Projektu Badawczo Rozwojowego na studiach Il stopnia kierunku Informatyka
Przetwarzanie jezyka naturalnego i modelowanie jezyka
Rafat Jaworski, specjalno$é Sztuczna Inteligencja

Charakterystyka obszaru badawczego

W mojej pracy zajmuje sie zagadnieniami analizy i przetwarzania jezyka naturalnego, w szczegdlnosci jezyka
pisanego, z wykorzystaniem nowoczesnych metod sztucznej inteligencji oraz uczenia maszynowego. Badania te
obejmuja zaréwno modelowanie struktury jezyka na poziomie leksykalnym, sktadniowym i semantycznym, jak i
automatyczne wydobywanie informacji z duzych zbiorow tekstowych. Szczegblng uwage poswiecam
zagadnieniom takim jak reprezentacja znaczenia, analiza kontekstu, rozpoznawanie zaleznosci miedzy
elementami tekstu oraz ocena jakosci i spéjnosci generowanych tresci.

Moja dziatalno$¢ badawcza koncentruje sie réwniez na praktycznych zastosowaniach metod NLP, w tym na
automatyzacji analizy dokumentéw, wspomaganiu wyszukiwania informacji oraz budowie systeméw
wspierajacych interakcje cztowiek-komputer za pomoca jezyka naturalnego. Istotnym elementem pracy jest
takze analiza ograniczen i wyzwan wspodtczesnych modeli jezykowych, takich jak ich interpretowalnosc,
odpornos¢ na bfedy oraz wptyw jakosci danych treningowych na wyniki. Takie podejscie pozwala taczy¢
perspektywe teoretyczng z aplikacyjna, a jednocze$nie przyczynia sie do odpowiedzialnego i $wiadomego
wykorzystania technologii przetwarzania jezyka naturalnego.

Motywacja

Przetwarzanie jezyka naturalnego (NLP) przy uzyciu sztucznej inteligencji stanowi interdyscyplinarny obszar
badawczy taczacy informatyke, lingwistyke oraz statystyke. Obszar ten rozwija sie bardzo dynamicznie, a jego
znaczenie ro$nie wraz z zapotrzebowaniem na automatyzacje analizy informacji tekstowych w biznesie, nauce i
administracji.

Obecny poziom badan i mozliwosci finansowania

Prowadzone przeze mnie badania majg charakter badan wiasnych, nie sg finansowane przez instytucje
zewnetrzne.

Tematyka badawcza

¢ Analiza sentymentu

¢  Ttumaczenie automatyczne

e Budowanie zasobow lingwistycznych (terminologia, korpusy)

¢ LLM - eliminacja halucynacji, wyjasnialna sztuczna inteligencja
e Jezyki regionalne - analiza i generowanie wypowiedzi

Wymagania odnosnie cztonkéw projektu

e Znajomosc technik programowania w Python
e Zrozumienie architektury sieci neuronowych
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